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Introduction

This study examined the effects of varying the number of practice

problems in a programmed unit on negative number bases designed for

senior high math students.
1

The study was conducted during the 1974-

75 school year by the Stanford Mathematics Education Study Group (SMESG)

with the cooperation of teachers attending 8 National Science Foundation

Mathematics Education Institute at Stanford University.
2

The study was a follow up of a study carried out by SMESG in the

spring of the 1.973-74 school year. In the earlier study (SMESG Working

Paper No. 7), seventh grade students were given a programmed unit on .

probability where the effects of varying the number of illustrative

examples and the number of practice problems were experimentally examined.

The results indicated that further study using differr.nt topics and other

grade levels should be undertaken.

Population

The populations was diverse because it consisted of students of

those teachers from the NSF Institute who had volunteered the previous

summer. The sample of students who completed all of the materials

totaled 421 students, grades 9-12, representing 14 states, two foreign

countries, and private, public, and military schools. Although all

students were grouped together for the computation of the general data

description, treatment comparisons were made within groups formed on

the basis of prerequisite mathematics knowledge.

7. The text, developed by SMESG, is available from the ERIC Science,
;!.a:hematics, nil Environmental Clearinghouse, Columbus, Ohio.

2. We wish to thank the participating teachers, their principals,
0 and students for their cooperation and assistance.

c--
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Group 1 - students wholhad completed elementary and advanced
algebra and basic geometry. (N = 129)

Group 2 - students who had completed basic algebra and geometry.
(N = 176)

Group 3 - students who had completed basic algebra and were
taking geometry. (N = 116)

Procedures

A. Teacher Contact

Based upon an initial description of purpose, time committments,

and materials, approximately 25 NSF participants volunteered to administer

the study to their students. Each teacher selected the classes which would

be appropriate. Early in the school year, the teachers received student

materials and a teacher instructional booklet. The instructional booklet

contained a step by step discussion of procedures for the administration

of student materials.

B. Pretests

During the first day of the study, a battery of pretests was

administered to the students.
3

The battery consisted of 1) Numeration,

2) Arithmetic Reasoning, 3) Bases, and 4) Problems.

The NuMeration test is NLSMA (National Longitudinal Study of

Mathematical Abilities) scale 7101. This 7 item scale is intended to

measure computational facility and understanding of notation and properties

of real numbers.

The 'Arithmetic Reasoning Test (also known as Necessary Arithmetic

Operations) is NLSMA scale PZ222. This 15 item scale takes 5 minutes

and correlates significantly with mathematics achievement tests.

The Bases Test ,Tas constructed specifically for this study. This

10 item, 8 minute test consisted or two ports. Pert 1, items 1-5, tested

the knowledge of positive bases while part 2, items 6-10, examined the

entry knowledge of negative bases.

3. The Bases Pretest and Problems Pretest can be found in Appendix 2.
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The Problems Test waS composed of a subset of five different

NLSMA scales. The test item number along with the NLSMA scale number

and item number were:

1. Z324, #2 4. Z306, #1

2. Z310, #1 5. Z303, #18

3. Z306, #5 6. Z309, #2

This 6 item, 10 minute scale was designed to measure the ability to

apply algebraic and geometric concepts to non-routine mathematical

problems.

C. Pre-Program

At the completion of the pretest battery, the students were

given a five page programmed booklet entitled "Pre-Program for Negative

Number,Bases". This five page program was designed to familiarize the

students with the format of the programmed text.

D. Programmed Instruction

After the Pre-Program, the students were given a programmed text,

Negative Number Bases. The text developed the notational and compatational

algorithms for negative bases. Of the four sections of the text, only

sections II and III contain treatment variations on the number of practice

nroblems given immediately after the explanation. Version F (few) had one

or two practice problems for each explanation, while version M (many) con-

tained four or more practice problems for each explanation. Students

were given four Aays to complete the first three sections.

Throughout the instructional phase,,ach student proceeeded at his/her

own rate through the text. After section III, each student was given an

achievement test. Then if time permitted, students worked through section

IV. Daring the last 10 minutes of the experimental period, the Word

Association Test was administered.

1. Because of the typographical error found in item 1, it was omitted
-F'-om the analyses.
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. Posttests

The posttest consisted of the Negative Number Base Achievement Test

and the Word Association TesL.5

The Negative Number Base Achievement Test was designed to measure

student achievement relative to the concepts and algorithms presented in

the text. This test consisted of three scales. Scale 1, Computation,

items 1-9, examined the ability to apply the algorithms in routine compu-

tations. Scale 2, Comprehension, items 10-23, measured the understanding

of the algorithms. Scale 3, Transfer, items 211-31, measured the ability

to:transfer the algorithms to unique systems not discussed on the text.

The comprehension scale was further divided into two subscales, Understanding,

items 10-16, and Analysis, items 17-23.

The Word Association Test contained 8 key terms: "Positive",

"Negative", "Base"; "Addition" 'Place Value", "Division", "Digit",

and "Subtraction". Stuldents were asked to write all of the words

which each key word made them think of. Based upon previous work by
\6

Shavelson (1971) and Geeslin (1971) , the Word Association data was'

used to assess the students' cognitive structure of negative number bases.

Cognitive structure is "a hypothetical construct referring to the organ-

ization (interrelationships) of concepts in long-term memory [Shavelson,

1971, p. 91 ."

Analysos and Recits

A. Item Analyses and Reliabilities of Tests.

Only students who completed all of the pretests and posttests were

included. Item analyses were computed for each of the four pretests and

for the three scales of the achievement posttest. The complete summary

statistics are sh= in Tables 1 and 2 in Appendix 1.

5. The achievement test and Word Association Test can be found in Appendix 2.

6. Shavelson, R. J. Some Aspects of the Relationship Between Content Struc-
ture in Physics Instruction. (Doctoral dissertationStanford University)
Ann Arbor, Michigan, University Microfil6s, 1971. No 71-19,759.

1. Geeslin, W. E. An Exploratory Analysis of Content Structure and Cogni-
tive Structure in the Content of a Mathematics Instructional Unit. (Doctoral
dissertation, Stanford University) Ann Arbor, Michigan, University Microfilms,
197!4. No. 7h-61i78.



Results'for the Numeration and Arithmetic Reasoning tests were

similar to the results obtained in a large scale national study called

the National Longitudinv.L. Study of Mathematical Abilities. The table

below shows the similarities.

Items Mean S. D. Reliability

Numeration MB 7 5.09 l.h0 hit

NLSMA 7 3.111i 1.56 .118

A. R. NNB 15 8.67 2.25 .62

NLSMA 15 8.85 2.23 .62

Sample Size
421

963

421

827

The Bases Test was analyzed as one scale and then part 1 was re-

examined. The results were:

Bases Test Items Mean S. D. Reliability Sample Size

Total 10 2.41 1.98 .67 421

Part 1 had the same reliability as the whole test (.67). The total test

results reflected a lack of knowledge of negative number bases. Four of

the five items on the negative base scale, part II, were below chance.

Since for all of the items in part I as well as one item in part II

students scored above the chance level, a scale composed of items 1-5

and 7 was used in all subsequent analyses.

The Problems Test contained one reproduction error; item 1 had

two choices both labeled D. Since this misprint produced an extremely

low biseral (.06), problem 1 was omitted from future calculations.

Mean S: D. Reliability Sample Size

6 item test 2.15 1.28 0.28 421

5 item test 1.84 1.17 0.31 421

The achievement scales results are shown below. Question 17 of the

Achievement Test was'poorly worded and resulted in a law biseral (0.09).

This item was deleted in subsequent analysis of the Comprehension scale

and Analysis scale (a subset of the Comprehension scale).

6



Scale Items Mean S. D. Reliability Sample Size

Computation 9 5.12 2.33 0.72 421

Comprehension 14 7.69 2.65 0.676 421

Comprehension (rev.) 13 7.26 2.57 0.693 421

Transfer 8 2.71 1.85 0.65 421

Understanding 7 5.25 1.58 0.58 421
Algorithms

Analysis 7 2.44 1.54 0.48 421

Analysis (rev.) 6 2.01 1.42 0.52 421

Since subdivision of the Comprehension scale contributed no unique

results, only the three scales Computation, Comprehension (rev.), and

Transfer will be included in further discussion.

The Word Association test is analyzed separately in Appendix 3 of the

report.

B. Regression Analyses

Since the amount of mathematics taken could be a significant variable,

separate stepwise regressions were caiculated for each of the three groups
tdescribed in the population section. In ea'.h regression analysis, the

independent variables were the Numeration Pretes+., the Arithmetic Reasoning.

Pretest, the six item Bases Pretest, and the five item Problems Pretest.

Within each population group, he regression analysis was repeated for

)each of the three achievement osttest scales. Summary statistics are

shown in tables 3 to 5 in Appendix 1.

The four pretests accounted for between 14% and 32% of the variance

in achievement scale scores. Even though performances on the three achieve-
1

ment posttests were highly correlated, each posttest scale correlated dif-

ferently with the pretests (see table 8 to 11). The order in which the pretests

were entered varied across the dependent scales. The most powerful predictor
k

of computation achievement was Numration. For comprehension, the leading

Pretests were Numeration and Bases Yor the transfer scale, there was no

pretest tl.at ';las consistently poerful.. The power of the pretests also varied

across population groups. For group 1 subjects Numeration, Arithmetic

Reasoning, and Bases were usefaLpreOictors. For grogo 2 subjects, Numera-

tion, Arithmetic Reasoning, and Proolems were useful predictors. For

group 3 subjects, only Numeration and Bases were useful predictors.

7
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C. Treatment Effects

Comparison of the pretest and achievement scores showed that

the students from all three groups learned from both text versions.

They scored at or below chance level on the Negative Number Base scale

of the Bases Pretest, but had means of 5.12, 7.69, and 2.71 on the

computation, comprehension, and transfer tests respectively which are

all significantly above the chance level.

The effects of varying the number of practice problems was examined

through Analysis of Covariance (ANagA) computed separately for each

group. Appendix 1, tables 6 to 11 give means, standard deviations, and

correlations and tables 12 to lh give ANCOVA results. NCOVA assumes

parallel regression lines. When this assumption is rejected (hetero-

geneity of regression p value < .05) the ANCOVA is not valid and analysis

of variance (ANOVA) results must be consulted. The parallel regression

line assumption was rejected for group 2 scales of computation and com-

prehension and for the comprehension scale for the "Ugh" subgroup of group

3. With only one exception the adjusted means favored the treatment con-

taining many practice problems. The table below gives'the adjusted means.

Computation Comprehension Transfer

Many Few Many Few Many Few

Group 1 6.26 5.95 8.71 7.95 3.18 3.30

Group 2 5.314 )4.70 7.146 7.07 3.05 ,2.56

Group 3 14.51 3.81 6.50 5.53 2.36 1.714

Significant contrasts varied across groups. A summary of the p

values is.shown below

Group 1

Group 2

Group 3

Computation

.57

.0)4*

.07

Comprehension

.014

.22*

.02

Transfer

.70

.04

.06

*p values from ANOVA

:le effect of increasing the number of practice problems became more

generalized as the mathematics knowledge decreased. For the advanced

8



math students; many practice probleMs significantly increased their

understanding of the algorithms, while, for geometry students, many
practice problems increased their achievement at all three levels.

One additional question was investigated - does the treatment

effect for compuation and transfer differ for those who did or did not

understand the algorithms? To answer this question, the data was analyzed

by splitting each mathematics level group into two subgroups, the "low"

subgroup included all students with scores below the group comprehension

scale mean while students with scores above the group mean were assigned

to the "high" subgroup (mean scores were assigned to the smaller of the

two subgroups). Within each subgroup, ANCOVA was computed for each depen-
dent variable. Unfortunately, the sample sizes were small. Also, the

mean scores of the high subgroup of group 1 were very high and the mean

scores of the low subgroup of group 3 were Very low. Consequently the

power of the analyses was reduced and the results'were not conclusive.

The table below (p values for treatment comparisons) show that vhen

split on comprehension, the treatment effect approached significance for

the high subgroups only. Also, for the high subgroups, the effect of

the increased number of practice problems tended to become more generalized

as the level of mathematical knowledge decreased.

P Values for Treatment Comparisons

High
Computation

.39

Comprehension
.51

Transfer
.70

Group. 1

Low .12 .39 .66

High .11 .95 .19
Group 2

Low .39 .32 .59

High .114 .09 .07
Group 3

Low .91 .88 .49

Disc!assion

Several interesting results were found in this study:

A. Regression

7hP correlation between the pretests and posttest scales was very

icw. It was also interesting that the single best predictor was the
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Numeration test while the Arithmetic Reasoning pretest, %aid&

correlates highly with I. Q., was not a consistently good pr(.dictor.

B. Treatment Effect

Increasing the number of practicb problems posftively affected

student learning of the Negative Base algorithms. U.swever, the level

of performance affected varied with mathematInal sophistication. Less

sophisticated students benefited at all levels wnile more sophisticated

students showed significant improvemert on achievement in comprehension.

Although the topic of Negative Number Bases concentrated on the

deveiopment of algorithms and the population of high school students

was split on the amount of previous math taken, these differential

results (relative to population differences) are similar to the findings

of the earlier study (SMFSG No. 7) which developed probaMlity concepts

for junior high students. The results of this previous study were that

increasing the number of practice problems helped the less able student

deal with relevant dimensions and helped the above average student deal

with irrelevant dimensions.

,Conclusions

The differential effect for both the grouping based on prerequisite

mathematics knowledge and that based on comprehension justify further

investigation. Also) since all practice problems in this study were

presented immediately after the algorithm, the effect of distributing

the practice problems for a specific algorithm over the entire unit

should be examined. Additional investigations should include other

mathematical topics and a variety of grade levels.

1 0
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TABLE I.

NUMERATION PRETEST ARITHMETIC REASONING

SCALE STATISTICS:
PRETEST

SCALE STATISTICS:

NUM E'ER OF CASES 42 0 NUMBER OF CASES 42 0
NUMBER CF ITEMS 7 NUMBER CF ITEMS . 15
MEAN TCTAL SCORE 5.090 MEAN TCTA L SCCRE 8.671
STANDARD CEV!ATIJN 1 .405 STANCARt CR' IAT ION 2.252
CRC NBACH' S ALPHA 0.444 CRONESACH' S ALPHA 0.62 5
2FRCR CF MEAS9REMENT = 1.047 ERRCR CF ME4SUREMENT 1.379

OASES PP.0 TEST

SCALE STATISTICS:

NUM eER OF CASES 420
Mimi:JCR CF ITEMS 1 0
MEAN TCTAL SCORE 2.412
STANDARC CEV IAT ION = 1.975
CRONBACH'S ALPHA 0.673
ERRCR CF VESUEMET = L.13 0

I TEM STA T 1ST ICS :

ITEM P 'S ADJ. P S N. Se fIS PERCENT NT
23 0.338 0 .504 0 .414 32. 857
24 0.555 0. 623 0. 424 .1 0.952
25 0.426 0.465 0.668 8. 333
26 0.32S 0.351. 0.726 6.429
27 0.264 0.345 0..555 23. 333
29 0.160 .0.245 0.321 34.762
29 0 .252 0.409 0.501 38. 095
30 '0.021 0.028 0.440 23.333
31 0.029 O. 043 0.459 32.857
32 0 .038 0.055 0 .463 30. 238

BASES PRETEST - 5 ITEMS

SCALE. STATISTICS:

NUME ER OF .CASES
NUMBER OF IT EMS
MEA N TCTAL SCORE
STANCARD DEV IAT ION
CRCNBACH'S ALPHA
ERR.CR CF MEASUREMENT

420
5

1 .912
1.553
0.671

= 0.896

12



PRO& EMS PRETES T

SC ALE STATI STICS :

mpEER CF CASES = 420
NUME ER OF ITEMS = 6
NEAN TOTAL SCOR E = 2.148
STA NOARD DEVIATION = 1.277
CRONEACH,S ALPHA = . 0.283
ERR CR CF MEASUREMENT = 1 .081

ITEM STATISTICS:

ITEN P,S
33 0.312
34 0.550
35 0.205
36 0.383
37 0.162
38 0.536

ADJ . PI S N .S. B IS PERCENT NT
0.316 0.055 1.190
0.589 0.275 6. 667
0.319 0.135 35.714
0 .451 0. 197 15. 00C_
0.231 0.130 29. 762
0.598 0. 181 1 0.476

PROBLEMS PRETEST - 5 ITEMS

SCALE STATISTICS :

NUMBER OF CAS ES = 420
NUMBER CF ITEMS = 5
MEAN TCTAL SCORE = 1.836
STA isCAFD DEVIATION = 1.171
CRONBACH' S ALPHA = 0.310
ERRCR CF MEASUREMENT --:. 0.973

ITEM STAII SIICS :

ITEt P.S ADJ. P'S N. S. BI S PERC ENT NT
34 C.55 C 0.589 O. 249 6.667
35 0.235 0.319 O. 190 35. 714
36 0.383 0 .451 0.216 15.000
37 0.162 0.231 0.155 29.762
33 0.536 0 .598 0.166 10.476

1 3



CCMPUTATICN POSTTE.ST - SCALE 1

SCALE ST ATIS TICS :

MOBER CF CASES 42 0
NUMEER OF ITEMS 9
MEAN TOTAL SCORE 5.117
STANDARD OEVIATION = 2.332
CRONBAC1-' 3 ALPHA 0 .718
ERROR OF MEASUREMENT = 1.23

COMPREFENSION POSTTEST SCALE 2

SCALE STATISTICS :

MJMBER CF CASES = 420
NUMBER OF ITEMS = 14
V.E AN TCTAL SCORE = .7.656
STANDARD DEVIATION = 2.653
CRCNEACF'S ALPHA = 0.676
EPRCR CF MEASUREMENT = .1.51.1

ITEM S,T ATIST ICS:

ITE te P*.S ACJ. P' S N.S. BIS PERCENT

48 0.776 0.825 0.433 5. 952
49 0.683 0.774 0.438 11.667
50 0.598 0.621' C.567 3.810
51 0.681 0.751 0.378 9.286
52 C.755 0.785 0.429 3.810
53 0.831 3.847 0.379 1.905
54 0.926 0.931 0.439 0.476
55 0.421 0.443 0. C93 5. 552
56 0.153 0.209 0.426 12.143
57 0.467 G.547 0.440 14.762
53 0.135 0.221 0.311 30.000
59 0.235 .0.227 ,372 9.762
60 0.669 0.726 0.523 7.857
4.-, 0.336 0.413 0.393 18.810

CCNPREI-ENSICN SCALES 2 13 ITEMS

SCALE STATISTICS:

NUM EER OF CASES = 420
tsUP5ER CF ITEMS = 13
MEAN TCTA L SCORE = 7.264
STANCARD DEV IAT ICN = 2.571
CRCNBACH'S ALPHA = 0.693
EPRCR CF MEASUREMENT = 1.423

NT



TRANSFER POSTTEST . SCALE 3

SCALE STATI STICS:

MJMEER OF CASES = 420
NUMBER OF ITEMS = 3

MEAN TOTAL SCOR E = 2.714
STANEARC CEV IAT ION = 1.843
CRONEACHS ALPHA = 0.646
ERR CR CF MEASUREMENT = 1.099

UNDERSTANDING ALGCP.ITHM SCALE 4

SCALE STATISTICS:

NUMBER OF CAS ES = 420
M..IPBER. CF ITEMS = 7
MEAN TCTAL SCCRE = 5.250
STANCARD CEVIAT ION = 1.579
CRONEACHt S ALPHA = 0.585
ERRCR CF MEASUREMENT = 1.017

ANALiSIS POSTTEST SCALE 5

SC ALE ST ATI SI ICS:

NUMBER OF CASES = 420
NUMBER CF ITEMS = 7
MEAN TCTAL SCORE = 2.436
STANCAFD CEVIATION = 1.536
CRUNBACH'S ALPHA 0.484
ERRCR CF MEASUREMENT = 1.103

ANALYSES POSTTEST SCALES 5 6 ITEMS

SCAL E STATISTICS:

NUMBER OF CASES = 42 C

NUME ER OF ITEMS = 6

ME Ats, TOTAL SCORE = 2.014
STANCARD CEVIAT ION = 1.419
CRCNBACH' 3 ALPHA = 0.523
ERROR OF MEASUREMENT = 0.930

15



STFPhICr. LSING GRCUP 1

.Siif01/01 TABLE F.FPFNU:"1 VARIAB1F 5 CCMPUTE PCST I

. V,\i VA'.1 Hi. ST:P NULTIPLE DurAsE F war TC C. (7 INOFP.

cEfl rrpEi: iS0 IN iS0 . ENTER/rEMOVE P VAP IPCLUDFO:,

NWRATIO,k FRI

BASES FRE

' OITH. S. E

PROBLEMS PE

.1

3

1

4

2

0.3356

0.3885

0.42

0.430?

0.1126

0,150C

0.17EC

0.1E55

0.1126

0,0283

0.02E0

0.0065

16.1210

5,6793

4.2678

0.C970

0.0001

0,01E6

04409

0.3200

1

2

3

4Prom..."
STEMSE ;,'EuEssIrN USING GROUP 1 S'

SLPPARY LIRE CfCENOENT WIABL5 6 UMPREh. PCST II

VAP NC. Vo', r.C. STEP MULTIPLE INCREASE F VALLE TO NO. OF MEP
WIABL: NAN17 qMqVEC tit'NUiC Pi:, R SSC IN PSO ENTER/REMOVE P VAR INCLUDED

eAFs pPF 3 1 0.40.03 0,1602 0.1602 24.2351 0.0000 1

AR1TH. EAS. Pl, 2 2 0,4697 002206 040E04 9o7607 0o022 2

NLPERATICN Pfi
,

1
7
. 0.5048 0.2548 0.0142 511361 0.0181 3

PRCPLENS FFE 4 4 0.5265 0.2712 0.0224 3.8429 0.0521 4

S174;15.-REGPES5ICN USI;10 0RUP 1 SS
,

SLMNARY TAELF CEFENDENT VAPIABLE 7 TRANSFFR POST III

VAR NO. VAA NC. STEP MULTIPLE INCREASE F VALUE TO O. CF INDEP

VARIABLE WE PENCVEC TEREC NC, R RSQ IN RSQ ENTER/REMOVE P VAR INCLUDED

ARITHI REAS. pRE 2 1 0,2984 000E0

EASS PlE 3 2 0.3803 0.1446

PRI.JILEPS FFE 4 3 0.4202 0.11f6

'OPERATICN PRE 1 004363 c,1scli

080E90 12.4125 04006 1

04516 E.1856 0.0049 2

0.0h9 4,8496 01.0295 3

0,013q 2.1154 0,100 417



'1111i01

STEPWISE RECRESS USI NG GROUP 2 SS

TAF.LE DEPENDENT VARI ABLE 5 COMPUTE POST I

VAR NO. VAR O. STEP MULTIPLE INCRE AS E F VALUE TO NO. OF INDEP

r:VARIABLE NAME REMOVED EN1'EED NO.

AlliME RAT ION PRE

t!Akiti, REAL PRE
:tRC ELEMS PPE

til'ASES FRE

1 1

2 2

4 3

3 4

R RSQ

002947 0.0E6c

013427 0.1 /75

0.3653 0.133!
0.3723 0.1386

STEPWISE R ERE SSICN LSI NG GROUP 2 SS

111.1MARY TABLE DE PENDENT VARI ABLE 6 CCMPREHa PCST II

6

111/', NA RI A BLE NAME

IN RSQ ENTER/REMOVE P VAR INCLUDED

0.0869 16.5528 0.0001 1

04306 5.9973 040153 2 . ..

0.0160 34764 04763 3

080052 10 0258 0. 3102 4

VAR NO. VAR NO. STEP MULTI PLE INCR EASE F VALUE TO NO. OF NDEP

REMOVED ENTEREC NO. R RS Q IN RSQ ENTER/REMOVE P VAR INCLUDED

'4.P:10ELENS PRE 4 1 0,3525 0.1243 041243 24.6926 0.0000 1

*MERATION PRE 1 2 0.4299 0.1848 04606 12.8531 Oo 0004 2

BLAS ES PRE 3 3 O. 4704 0.2213 0.0365 8.0590 0.0051 3

REAL PRE 2 4 0,4715 0.2223 080010 0.2164 0.6424 4

STEPWISE RECRESSION USING GROUP 2 SS

'Sl.MMARY TABLE DE PENDENT VARI EL E 7 TRANSFER PCST III

VAR NO. VAR NO. STEP KIT! FLE INCREASE F VALUE TO NO. OF INDEP

rVARIABLE MME REMOVE0 ENTERED NO. R PS0 IN RSQ ENTER /REMOVE P VAR I NC LUDED

MELDS PRE

I,AR 11H. REAL PRE

OUNERATICN PPE

141:.1ASES PRE

4 1 0.3488 0.1217 0.1217 24.1058 040000 1

2 2 0.4184 0.1751 00534 11.1938 0.0010 2

1 3 0.4496 0.2022 04271 5.8434 0.0167 3

3 4 0.4608 0.2123 0.0102 22089 041386 4



TABU

SPWIS1: RERESSILN LSING GROUP 3 ES

ILE OEPENDENr VARIAULt: 5 COMPUTE POST I

VAR HO. VAR NO. STEP MULTI PLE INCREASE VAL UE TO NC. CF INDEP
NAME REMOVED ENiEREO NO. R RSQ IN RSQ ENTER/REMOVE P VAR INCLUDED

3 1

PRE 1 2

PRE 4 3

AS. PRE 2 4

0.4195 0.1760 0.17(.0 24.3431 0.0000 1

0.5179 0.2682 J.0922 14.2425 0.0003 L

0.5323 0.2834 0.0152 2.3701 0.1262 3

0.5324 0.2834 3.3001 0.0115 0.9148 4

STEPWISE REGRESS/a' USING GROUP 3 SS

?LE CEPENDENT VARIAELE COMPREN. POST Il

VAR NO. V NO. STEP MULTIPLE INCRESE F VALUE ro NO. OF INCEP

NAME RF.MLIVEG ENTERED NC. R RSQ IN RE 0 ENTER/REUVE P VAR I N:LUDE)

PRE

S. PRE
RE

1 1 0.4822 0.2325 3.2325 34.5316 0.0030 1

3 2 0.5476 0.2999 0.0674 10.8827 0.0013 2

2 3 0.5583 0.3117 0.0118 1.9269 0.1674 3

4 4 0.5617 0.3155 0.0037 0.6019 0:4395 4

STEPWISE REERESSICN USING GROUP 2

!LE DEPENDENT VARIAELE 7 TRANSFER POST III

VAR NO. VAR NO. STEP MULTIPLE INCREASE F VALUE! TO NO. OF INDEP

NAME R EMOVED ENTERED NO. R RSQ IN RSQ ENTER/REMOVE P VAR INCLUDED

1 PRE 1 1 0.3546 0.1557 0.1557 21.0196 0.0000 1

3 2 0.4660 0.2171 0.0614 8.8690 0.0035 2

)RE A 3 0.4534 0.2434 0.0263 3.8923 0.0509 3

S. PRE 2 4 0.4934 0.2435 C.0000 0.0066 0.9353 4
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Group 2

GROUP

TABLE 6

RAW SCORE MEANS BY TREATMENT GROUPS

*-
Treatment* Treatment

VARIAPLF t'APF tv0. GrOUP 1 GPOUP 2 TCTAL

k1:YE5ATICN PPE 5.42 5.2,6 5.44
ARITF P7ASE(.. PRE 3 9.57' 9.50 9.54
EASES PP= 4 7.39 2.77 2.54
PRCELEmc PPE 2.39 2.22 2.32

CCmPUTF PCS1 r 6.73 5.S8 6.13.

CCvPc7.F POST II 7 3.56 8.C2 8,40
TRA1NSPER - PCSTIIT 8 3.17 3.31 2.22

;

ALC. !I:7)ST DJ 9 5.92 5.t5 5.81'
At4AL'1=I POST V 10 2.74 2.37 2.59

VAUA3LE h,AA= NO.
TreAtment
'GROUP 1

Treatment
GUJP Z TOTAL

NUIERATION PRE 2 5.28 5.04 5.16
AkITH REASON. PRE 3 8.71 8.54 8.62
flASS PkE 4 1.92 1.96 1.94
PP.13LE14S pRP 5 1.81 1.84

CCPPJTE POST ! 6 5.37 4.1:37 5.01
COMPH - POST II 7 1.49 7.04 7.26
MANSFER - POSTIII a 3.07 Z..53 2.80
W4DEPSTAN9IN6 -PCS 9 5.35 5.23 5.29
ANALYSIS - r3ST V 10 2.14 1.61 1.97

VA41ABLE NAME

NUfrEqATION PRE
ARITH REASON. PRE
.BASES PRE
PPLEMS PRE

Cl.:PI;TE POST I

COV.PEH POST II
TRANSFER - POSTIII
WICEST.ALGOR.-POS
ANALYSIS - POST V

NO.

2
3
4
5

7

9
1.0

Treat-merit
GROUP 1

4.42
7.00
2.23
1.16
4.32
6.26
2,19
4.71
1.55

Treatment
Cik0JP 2

4.83
8.09
2.31
1.50
4.02
5.b1
1.93
4.43
1.39

T OT AL

4.61
7.83
2.27
1.32
4.18
6.05
2.07
4.53
1.47

* Treatment Group 1 received Version M

Treatment Group 2 received Version F

2 2



TABLE 7

STANDARD DEVIATIONS BY TREATIENT GROUPS

GROUP 1

VA;IAEL'i NANE GPULP 1 GPCUP 2 TOTAL

NUPEPATICIv PPE 2 1.26 1.57
.ARITI- k5ASCN. PPF 3 2.24 2.51. 2.35
EASES FPF 4 1.2 1.89 1.80
PPCPLENc PPE 5 1.27 1.18 1.23

CC",PLTE PCST I 6 2.03 2.16 2.07
CrmPR'41-1 - PCST II 7 2.40. 2.00 7.27
TPANSFEP - PESTIII

F.! 1.82 1.eo 1.83 1

ALG. PCST IV 9 1.21 1.23 1.22 I

ANALNSIE PCST V 10 1.46 1.26 1.43 I

i

GROUP 2

VAAnE NAME NO. GROUP 1 0ROJP 2 TOTAL.

NUK-ZATIGN PRE 2 1.41 1.39 1.43
APIT;i REASCN., PPE 3 2.36 2.05 2.20
ciAS:S PRE 4 1.62 1.60 1.71
PRft3LEA5 PRE 5 1.C7 115 1.11

COMPJTE POST I 6 2.27 2.17 2.24
COMP.tEN - POST II 7 2.35 2.44 2.40
1-A1SFER PPSTII1 1.73 1.64 1.70
UNDE,:STANOING -PUS 9 1.49 1.60 1.54
ANALYSIS - POST V 10 1.31 1.31 1:32

GROUP 3

VAIA8LE NAME NO. GPOUP I. 0RUJP 2 TOTAL

\1UMERATION PRE 2 1.40 1.1v 1.32
ARITH REASON. PRE 3 2.04 1.84 1.95
BASES PRE 4 1.78 2.10 1.93
PR.TILEMS PRE 5 0.87 1.11 1.00

CIIP:ITE POST I 6 2.56 4.1j 2.35
COfrPP.EH - POST II 7 2.73 2.55 2.65
TRiNNSF9R - POSTIII 8 2.13 1.75 1.96

ST.ALGOR.-POS 9 1.75 1.73 1.74
ANPLYSIS POST V 10 1.47 1.28 1.38



1

NUPERATION PRE 1* 1.000

( 421)(

ARITH. OPERATICh P 2k4 0.288
( 421)(

EASES PRE 3*

PRCBLEMS PRE 4*

COMPUTE POSTTEST S 5*

CCMPREhENSION POST 6*

0.214
( 421)(

CORELATION MATRIX
(SAMPLE SIZES IN PARENTHESES)

2 3 4 5 6

0.288 0.214 0.314 0.382 0.399

7

0.342
421)( 421)( 421)( 421)( 421) ( 421)(

1.CCO 0.253 0.26E 0.303 0.348 0.330
421)( 421J1 421)( 421)( 421)( 42111

0.253 1.UJO 0.20E 0.274 0.342 0.281
421)( 421): 421)( 421)( 421)( 421)(

a 9

0.363 0.317

421) ( 421)

0.302 C.29C

421) 1 4211

C.262 C.322

421) ( 421).

C.318 0.266 0.288 1.000 '0.334 0.31 0.352 0.269 0.399
( 421)( 421)( 421)1 421)( 421)( 421)( 421)( 421) ( 421)-

C.382 0.3C3 0.274
( 421)( 42)2( 421)(

0.39S 0.348 0.342
( 421)( 421)( 42111

0.334 1.000 0.(65 0.535 0.579 01554'
42111 421)( 421)( 4201 421) 1 421)

0.391 0.665 1.000 0.530 C.855 0.849
421)( 421)( 421)( 421)( 421) ( 421)

TRANSFER POSTTEST 7* 0.342 0.330 0.281 0.3b2 0.535 0.530 1.000 0.448 C.45E
( 421)( 421)( 421)1 421)( 421)( 421)1 421)( 421) 1 421)

UNCERSTANCING ALGC 8* 0.363 0.302 0.2u2 0.269 0.579 0.055 0.448 1.000 0.453

( 421)( 421)( 421)( 421)1 421)( 42111 421)( 421) 1 421)

ANALYSIS POSTTEST 9* 0.317 C.290 0.322 0.399 0.554 0.849 0.456 0.453 1.000

( 421)( 421)( 421)( 42111 421)( 421I( 421)( 421) ( 421)
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TABLE 9

-11.1NEPLTICN FRE
fA,FITH ':601SCN.:PRE
8A`ES PFE
:-PREFLENS FFE
'CCIFtT. FCST I

'CCVFREH !ICT II
.TFA(NcER - FOSTIII
.AI.G. P751 I%
'AINALYSIS COST V

2

3

3

6

7

Ci

9

10

GROUP I, CORRELATION MATRICES

clqr=LATION; hATPIX FC2.. GROUP

7 3 4 5 6
1000 0.06 0.32 0,29 0033

1.00 0.C6 0.32 0.16
1.00 0.25 0.34

1.00 0.30
1.00

1

7

0.30
C.22
0.32
0.22
0.13
1.00

8

0.26
0.2C
0.27
0.30
0.41
0.37
1.00

9

0.29
0.27
0.36
C.26
C.70
0.28
0.32
1.00

SAMPLE SIzr. = 77

CO222LATI7,N

2 3

PAIrZIX

4

FCR G9CUP

5 6

2

7 8

NW.°FP'TICN PPE 2 1.00 0.02 -0.00 0000 0.25 0.22 0.08
AFI1H L:EPSCN. P3E 3 1.00 0.24 0.01 0.26 0.43 0.31
EASFS PRF 4 1.00 -0.31 0.14 0.43 0.28
PPOELE"S PPE 5 1000 0.06 0026 0027
CCPFLTT POST I 6 100 0.F.0 0.36
CCYFFt7IJ - Pr.ST II 7 1.00 0.33
Tc4AN1:-E'! PCSTIIi e 1.00
ALG. Pr.ST IV 0

AP.ALYSIS POST V 10

cAYPIE S!ZE = 52

NijmE7.:..TICP. FFE
A-/7-1_ r:5.:t.. Pr.:7

94,SF':: F'
.j:CEL'Elv.S PF,E

CC/FLT'' PCST 1

czYrcH PCST II
Ti7.07TT7( - P7c.TIII
ALc.. "ST IV

.-)

3

4

q

6

7
c

n

.,0CLATICN

2

1000
3

0.04
1.00

PATFIX

4

0.17
0.14
1.00

FCP

5

0016
0.1P
0.26
1.00

TOTAL

6

0,34
0.21
0.25
v.20
1.00

7

0.25
0.30
0,41
0.21
0.64
1.00

8

0.19
0.30
0.26
0.2c
0.26
0.34
1.00

ilNtLY)I5 F7ST V 11

sAN,PLr.: SIZ: = C

2 6

10
0.25
0.14
0.33"
0.32
0.62--

0.92
0.24;
0.61
1.00

9 10
0016 0.18 -:
(.27 ,0.39
0.22 0.53:
0.10 0.20
C.31 0.46.
0.75 0.80.,
C.14 0.37'-'
1.00 0.19.

1000,

g 10
0.22 0.21
0.27 '0.24
C.28 0.29
1.20 0.31
C.54 04,56
0.83 0.88
C.24 0.34
1..00 0.46

1.00



NUMEAATIO PRE
:A.RITH REASON. PRE
i,8ASES PRE
1)1U.I3LEMS PE

::-cumpoTE POST !
:COMP.Eki POSTAI
jRANSFEK POSTIII

:-.1./NDE1STA1DING -POS
:ANALYS-IS POST V

SAMPLE

NUME1ATION Ph!i
AR1T-CREASON. PRE
13-AsEs PPE

'PR03.LEMS PPE
COMPUTE POST I

COMPREH POST II
7RANSFER POSTIII
00ESTANDING -POS
A'NALYSIS - POST V

TABLE 10

GROUP 2, CORRELATION MA.TRICES

CORRELATION MATRIX FOR GROUP 1

2 3 4 5 6 7 3 9 10
2 1.00 0.38' O. 0.3/ 0.41 0.41 0.32 0.35 0.34
3 1:00 0.22 J. 0.51 0.44 0.37 0.41 0.32
4 i.JJ 0.35 0.25 0.40 0.22 0.29 0.39 .

5 1.00 0.44 0.48 6.43 0.42 0.38
6 1.00 0.64 0.50 0.56 0.51..
7

a
1.00 0.43

1.00
0.86
0.40

0.82.
0.32-.

1.00 0.41.
10 1.00

SIZE 86

CORRELATION MATRIX FUR GROUP 2

2 4 5 6 7 8 9 10

1.00 0.38 0.27 0..2 0.17 0.29 0 .33 0.20 0.29

3 1.00 0.3U 0.38 -0.00 0.0 0 .29 0.10
4 1.00 0.34 0.16 0.27 0.31 0.08 0.41

5 1.00 0.09 0.25 0 .29 0.08 0.38

6 1.00' 0.52 0 .47 0.46 0.40
1.00 0 .45 0.87 0.80

1.00 0.32 0.45

9 1.00 0.39

10 1.00

SAMPLE SIZE.= 90

,NUMEATION
:ARITH RgASDN. PPE
..'.8ASES PPE
fjP.O.r3LEMS PRE

COMPJTE POST !

COMP1FH - POST II
'TRANSFER - P?ST1II
.j.W0P;:STANDING
ANALYSIS - POST V

SAMPLE

CORRELATION MATRIX

2 3

FOR

5

TOTAL

6 7 8 9 10
1.00 0.38 0.23 0.34 0.29 0.35 0.33 0.27 0.32

3 1.00 U. 0.33 0.27 0.24 0.33 0.18 0.22
4 1.JJ 0.34 0.20 0.33 0.26 0.17 0.40
5 1.00 0.25 0.35 0.35 0.23 0.37

1.00 0.58 0.50 0.51 0.46
1 1.00 0.45 0.86 0.81

1.00 0.36 0.40
1.00 0.40

10 1.00

SIZE = 176
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NUME,ZATION PRE'
ARITH REASON. PRE
EASES PRE
PR1JI4LEMS PRE

COMPJTE POST I

.CCMPREH - POST Il
'TRANSFER - POSTIII
UNOERST.ALGOR.-POS
ANALYSIS - POST V

SAMPLE

NUMEATION PRE
ARITH REASON. PRE
BASES PRE
PRO3LEMS PRE

COMPJTE POST I
.COMPAEH - POST II
:TRANSFER - POSTIII
jNDE2ST.ALGOR.-POS
A'NALYSIS - POST V

SAMPLE

NUME,kATIOM PRE
.11.-1 REASON. PRE
BASES PRE
PROLES PPE

COMPJTE POST I

COMPRE11 - POST II
TR.SP; POSTIII
.UNOEST.ALGCR.-POS
ANALYSIS POST'V

SAMPLE

TABLE 11

GROUP 3, CORRETATION MATRICES

CORRELATICN MATRIX FUR GROUP

2 3 4 5 6

1

7 8 9 10
2 1.00 0.16 0.21 0.21 0.44 0.45 0.41 0.45 0.29
3 1..00 0.3/ 0.21 0.07 0.26 0.20 0.28 0.15
4 1:30 0.13 0.39 0.31 0.28 0.33 0.10
5 1.0J 0.31 0.42 0.47 0.33 0.39
6 1.00 0,72 0.69 0.65 0.56
7 1.00 0.77 0.88 0.82
8 1.00 0.62 0.70
9 1.00 0.44

10 1.00

SILE = 62

CORRELATICN MATRIX POR GROUP 2

2 3 4 5 6 7 8 9 10

1.00 0.37 0.3d 0.16 0.41 0.59 0.41 0.55 0.412
3 1.00 0.33 0.20 0.44 0.39 0.21 0.37 0.27

4 1.00 0.48 0.47 0.48 0.45 0.44 0.35

5 1.00 0.31 0.11 0.17 0.00 0.21

6 1.00 0.63 0.48 0.49 0.59

T 1.00 0.59 0.89 0.79

8 1.00 0.56 0.42

9 1.00 0.42

10 1.00

SIZE = 54

CORRELATICN MATRIX FOR TOTAL

2 3 4 5 6 T 8 9 10
2 1.00 0.26 0.2d 0.21. 0.41 0.48 0.39 0.47 0.33
3 1.00 0.3 0.22 0.20 0.30 0.1.9 0.31 0.19
4 1.00 0.33 0.42 0.39 0.35 0.38 0.26
5 1.00 C.29 0.24 0.30 0.14 0.28
6 1.00 0.68 0.61 0.58 0.57
7 1.00 0.70 0.88 0.81
8 1.00 0.60 0.59
9

10
1.00 0.43,

1.00

SIZE = 116

2 8



TABLE 12

GROUP 1, ANCOVA

DEPEINGENT VAPIAELE

SCL:-zCE CF VnIATION ADJ. SS

GRESSICN 102.164

TATo.t.T 2.936

FETEROCVEITY
'C7 FECT.r.S5ICV 7.487

ERRPR 43.174

7CTA1 550.762

DEPENT.ENT VARIAPLF

FCLRU. CP VARIATICh ADJ. SS

PEGSICN 182.141

TREATvEN7 vF4N5 17.216

(--77E1OPNEITY
CF RETZESSICS 2.?64

FRPrR 455041F

TCTAL 657.029

CCVPUTE

CF

POST I

AC4. VS F F

4. 25.541 6.936 C.000

1. 2.936 0.797 0.274

4. 1.872 0.508 C.130

119. 6P2

128.

CCVFREF II

CF ACJ.

4. 45.525 . 11.8SE C.000

1. 17.216 4499 0.026

4. 0.566 . 0.14P 0.964

11S0 3.827

17.8.

CEFFENT VARIAELE TPANSFEP PCSTIII

.

SCL7C7 r.F 4r,J. SF CF ACJ. VS

91.0.47

7P.Et.TVENT vELS. 0.424

FFT9PC0FNEITY
CF FEGSFICU

4. 20.481 7.055 C.COO

1. 0.424 0.146 0.103

2.567 4. 0.642 0.221 0.926

FRROP 345.543 119.. 20904

ICTAL 430.481 128A

-rtl

0L

2..1,-e, gl4t`-::1, "ti ' 4.- 1" ! J.



TABLE 13

GROUP 2, ANCOVA

DEPE.%:DENT VARIABLE -- COMPUTE POST I
***-7*4%,N,N******************.*************v;:********.**

S;IURCE OF VARIATION ADJ. SS OF' ADJ. MS F P

KEESSION 121.437 4. 30.359 7.552 0.000

TRETMENT MEANS 17.620 1. 17.oza 4.383 0.038

FETi:ROGEMEITY
OF REGRESSION 69.560 4. 17.390 4.326 0.002

ERROR 667.363 166. 4.020

TOTAL 875.980 175.
****.x*************************************#**************

DEPENDENT VARIABLE -- CCMPREH POST II
*************************.********************4=4***********

.SOUkCE OF VARIATION APJ. SS OF 4DJ. MS

REG:kESSION 224.078 4. 5.OL 12.834 0.000

TRE4TMENT MEANS 6.416 1. 6.4lb 1.470 0.226.

PETi:ROGENEITY
:)F REGRESSION 52.928 4. 13.e32 3.032 0.019

ERROR 724.558 166. 4.365

TOTAL 1001.960 175.
!:**********,-x******************3x**#4*****************

DT:.PF4DENT VAKIABLE TPA;4SFER - POSTIII
4:*********4**********************4*m**********.*****

STAPCE OF VARIATION. ADJ. SS OF ADJ. MS

tE-ESSIO4 107.576 4. 26.694 11.684 0.000

f:,..TMENT MEANS 10.431 1. 10.4.31 4.532 0.035

HETFROGFNEITY
OF REGRESSION 6.541 4. 1.635 0.710 0.586-

ERROR 382.088 166.

TOTAL 506.636 175.
****4**************11:******************************g.c*

3 0.



TABLE 13 ( cont )

GROUP 2, ANOVA

UN IVAR I ATE ANUVA ON CCMPUTL PJS T I

****#***********4c********************4:*..:*,,c**4cm*********
SOURCE OF VAR I AT ION SS OF MS

BETWEEN
WITH! N

TOTAL

21.89 1 Ll.d 4.46
854.09. 174 4.91
875.98 175

PPCi8 IL I TY OF ERROR IN REJ ECTING THE lYPOTHESi S = 0.0361

UN IV AR I ATE ANOVA ON -- COMPREH POST II

*************************************4t****4************
SOURCE OF VAR I ATION SS OF MS

BETWEEN 8.66 1. 8.66 1.51
WITH! M 999.32 174 5. /4

TOTAL 1007.98 175

PROBA5ILI TY OF ERROR IN REJECTING THE HYPUTHES IS = 0.2198
***** **,



TABLE

GROUP 3, ANCOVA

DEPENDENT VARIABLE -- COMPUTE POST I

SOURCE OF VARIATION ADJ. SS OF ADJ. MS

REGRESSION 180.036 4. 45.009 11.592

TREATMENT MEANS 13.270 1. 13.270 3.418

HETEROGENEITY
OF REGRESSION 30.323 4. 7.581 1.952

*

ERROR 411.569 106. 3.883

TOTAL 635.198 115.

0.000

0.067

0.107

********************************************M***********

DEPENDENT VARIABLE -- COMPREH .1- POST 11
****4m4c************************4c******************

SgURCE OF VARIATION ADJ. SS DF ADJ. MS

REG2ESSION 254.159 4. 63.540 13.959 0.000

TREATMENT MEANS 25.756 1. 25.756 5.658 0.019

HETEROGENEITY
OF REGRESSION 43.264 4. 10.816 2.376 0.057

ERROR 482.513 106. 4.552

TOTAL 805.691 115.
************************************#*********************

DEPEADENT VARIABLE -- TRANSFER - POSTIII
***********nc*******************************#*************

SOUPCE OF VARIATION ADJ. SS

=.1E,ESSION

TREATMENT MEANS

HETEROGENPITY
OF REGRESSION

ERROR

OF ADJ. MS

107.475 4. 26.869 9.527 0.000

10.573 I. 10.573 3.749 0.055 .

24.462 4. 6.116 2.169 0.077

298.938 106. 4.820

TOTAL 441;448 115.
*******4************************#**** 0***************



TAKE 14 ( cont)

GROUP 3, ANOVA

UNIVARIATE ANOVA ON -- CCMPUTE PJST I

SOURCE OF VARIATION SS OF MS F
!

BETWEEN 2.67 1 2.67 0.48
WITHIN 632.53 114 5.55

TOTAL 635.20 115

PROBABILITY OF ERROR IN REJECTING THE 14YFOT1ESIS = 0.4894
****4*************************************0**v************

UNIVARIATE ANOVA ON -- COMPREH POST iI

****m******************************************* *****
SOURCE OF VARIATION SS UF MS

BETWFEN 5.67 1 5.67 0.81
WITHIN 800.02 114 7.32

TOTAL 805.69 115

PROBABILITY OF ERROR IN REJECTING THE HYPOTHESIS = 0.3705
*********************ft**************#****1.**************

UNIVARIATE ANOVA ON -- TRANSFER P051II1

****4*****************************************************
SOURCE OF VARIATION SS UF MS F s

BETWEEN 2.07 1 2.07 0.54
WITHIN 439.38 114 ..i.65

TOTAL 441.45 115

PROBABILITY OF ERROR IN REJECTING THE HYPOTHESIS = 0.4654
*******************************************************

:3 '3
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Appendix

The students were divided into three ability groups

for the analysis as discribed in the preceeding pages.

The word association result obtained from each student

was converted to a corresponding Relatedness Coefficient

(RC) Matrix. The conversion procedure is discussed in

Geeslin's dissertation.
1

Within each ability group, a

mean RC Matrix was generated for the students who took

Form M of the programmed text and a second one for those

who took Form F of the programmed text. The mean RC

Matrix was generated by averaging each of the elements

in the RC Matrices over all the students who took either

Form M or Form F of the programmed text.

These mean Rc Matrices were subjected to the Non-

Metric Multidimensional Scaling Procedure developed by

Shepherd and Kruskal.
2

The two dimeasional graphical

representations of these mean RC Matrices are shown in

the following pages.

1Geeslin, W. E. An exploratory analysis of content .1tructure
and cognitive structure in the context of a mathumatics
instructional unit. (Doctoral dissertation, Stanford
University) Ann Arbor, Mich.: University Microfilms, 1974.

2Kruskal, J. B. Multidimensional scaling by optimizing
goodness of fit to a nonmetric hypothesis. Psychometrika,-
1964, 29, 1-27.

Kruskal, J. B. Nonmetric multidimensional scaling: A
numerical method. Psychometrika, 1964, 29, 115-129.

Shepherd, R. N. The analysis of proximities: Multidimen-
sional scaling with an unknown distance function, I.
Psychometrika, 1962, 27, 125-140.

Shepherd, R. N. The analysis of proximities: Multidimen-
sional scaling with an unknown distance function, II.
Psychometrika, 1962, 27, 219-246.



ICN FOR M4SCALING CF CROUP 1 TREATMENT 1 MEAN RC4ATRIX

INCRIZONTA1 AXIS/ VS. CIMEASICN 2 (VERTICAL AXIS/

0.0694: '2' DIMENSIOS
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